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1
BIT-LEVEL: COMBINING FOR MIMO
SYSTEMS WITH HARQ AND/OR
REPETITION CODING

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of U.S. patent applica-
tion Ser. No. 11/782,556, filed Jul. 24, 2007 (now U.S. Pat.
No. 8,929,472), which claims the benefit under 35 U.S.C.
§119(e) of U.S. Provisional Application Nos. 60/820,414,
filed Jul. 26, 2006, and 60/822,291, filed Aug. 14, 2006,
which are incorporated herein by reference in their entirety.

BACKGROUND OF THE INVENTION

This invention relates to a technique for decoding received
signal vectors in a multiple-input multiple-output (MIMO)
data transmission or storage system, where a receiver may
receive multiple signal vectors corresponding to a common
digital sequence.

In a data transmission or storage system, it is desirable for
information, often grouped into packets, to be accurately
received at a destination. A transmitter at or near the source
sends the information provided by the source via a signal or
signal vector. A receiver at or near the destination processes
the signal sent by the transmitter. The medium, or media,
between the transmitter and receiver, through which the infor-
mation is sent, may corrupt the signal such that the receiver is
unable to correctly reconstruct the transmitted information.
Therefore,, given a transmission medium, sufficient reliabil-
ity is obtained through careful design of the transmitter and
receiver, and of their respective components.

There are many strategies for designing the transmitter and
receiver. When the channel characteristics are known, the
transmitter and receiver often implement signal processing
techniques, such as transmitter precoders and receiver equal-
izers, to reduce or remove the effects caused by the channel
and effectively recover the transmitted signal. Intersymbol
interference (ISI) is one example of a channel effect that may
be approximately eliminated using signal processing.

However, not all sources of signal corruption are caused
from deterministic sources such as ISI. Non-deterministic
sources, such as noise sources, may also affect the signal. Due
to noise and other factors, signal processing techniques may
not be entirely effective at eliminating adverse channel effects
on their own. Therefore, designers often add redundancy in
the data stream in order to correct errors that occur during
transmission. The redundancy added to the data stream is
determined based on an error correction code, which is
another design variable. Common error correction codes
include Reed-Solomon and Golay codes.

One straightforward way to implement a code is to use
forward error correction (FEC). The transmitter encodes the
data according to an error correction code and transmits the
encoded information. Upon reception of the data, the receiver
decodes the data using the same error correction code, ideally
eliminating any errors. Therefore, “decoding” is hereinafter
referred to as a method for producing an estimate of the
transmitted sequence in any suitable form (e.g., a binary
sequence, a sequence of probabilities, etc.).

Another way to implement a code for error correction is to
use automatic repeat request (ARQ). Unlike FEC, ARQ
schemes use error-detecting rather than error-correcting
codes. The ARQ transmitter encodes data based on an error-
detecting code, such as a cyclic redundancy check (CRC)
code. After decoding the data based on the error-detecting
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code, if an error is detected, the receiver sends a request to the
transmitter to retransmit that codeword. Thus, ARQ protocols
require a forward channel for communication from transmit-
ter to receiver and a back channel for communication from
receiver to transmitter. Ultimately, the receiver will not accept
apacket of data until there are no errors detected in the packet.

Finally, FEC and ARQ may be combined into what is
known as hybrid automatic repeat request (HARQ). There are
at least three standard HARQ protocols. HARQ type-I typi-
cally uses a code that is capable of both error-correction and
error-detection. For example, a codeword may be constructed
by first protecting the message with an error-detecting code,
such as a CRC code, and then further encoding the CRC-
protected message with an error-correcting code, such as a
Reed-Solomon, Golay, convolutional, turbo, or low-density
parity check (LDPC) code. When the receiver receives such a
code, it first attempts FEC by decoding the error correction
code. If, after error detection, there are still errors present, the
receiver will request a retransmission of that packet. Other-
wise, it accepts the received vector.

HARQ type-II and type-111 are different from HARQ type-
1, because the data sent on retransmissions of a packet are not
the same as the data that was sent originally. HARQ type-II
and type-III utilize incremental redundancy in successive
retransmissions. That is, the first transmission uses a code
with low redundancy. The code rate of a code is defined as the
proportion of bits in the vector that carry information and is a
metric for determining the throughput of the information.
Therefore, the low redundancy code used for the first trans-
mission of a packet has a high code rate, or throughput, but is
less powerful at correcting errors. If errors are detected in the
first packet, the second transmission is used to increase the
redundancy, and therefore the error correcting capability, of
the code. For example, if the first transmission uses a code
with a code rate of 0.80, a retransmission may add enough
extra redundancy to reduce the overall code rate to 0.70. The
redundancy of the code may be increased by transmitting
extra parity bits or by retransmitting a subset of the bits from
the original transmission. If each retransmission can be
decoded by itself, the system is HARQ type-II1. Otherwise,
the system is HARQ type-II.

Itis beneficial for an ARQ or HARQ receiver to utilize data
from multiple transmissions of a packet, because even pack-
ets that contain errors carry some amount of information
about the transmitted packet. However, due to system com-
plexity, and in particular decoder complexity, many practical
schemes only use data from a small, fixed number of trans-
missions. Therefore, it would be desirable to provide a system
or method for effectively utilizing information from an arbi-
trary number of transmitted packets that does not drastically
increase the complexity of the system. Furthermore, it would
be desirable to provide such a system that may utilize incre-
mental redundancy.

SUMMARY OF THE INVENTION

Accordingly, systems and methods for reliable transmis-
sion in multiple-input multiple-output systems are disclosed,
where a receiver obtains multiple signal vectors from the
same transmit information, decodes each received signal vec-
tor, and combines the decoded vectors.

The transmitter, which has N, outputs, may send an N,-
dimensional signal vector to the receiver. The transmitted
signal vector can be derived from an mN -bit sequence, b. The
receiver, which has N, inputs, may receive an N ,~-dimensional
signal vector corresponding the N,-dimensional transmit vec-
tor. In accordance with one aspect of the invention, the trans-
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mitter sends N signal vectors to the receiver, where each
transmission includes at least some information about b. The
receiver uses the received vectors to compute b, a hard- or
soft-estimate of b. The transmitter and receiver follow a com-
mon protocol to enable accurate communication. Two proto-
cols that may be used are HARQ and repetition coding, or a
combination of the two protocols. The present invention may
advantageously be applied to HARQ type-1l and HARQ type-
IIT systems, or to any other protocol that uses incremental
redundancy.

In some embodiments of the invention, when the receiver
has N=1 received vectors corresponding to b, each received
vector is separately decoded, using, for example, a maxi-
mum-likelihood (ML) decoder. In some embodiments, the
receiver has N decoders for decoding the N signal vectors.
The i” decoder, for i=1, . . ., N, produces a soft-estimate, Bi,
of transmitted sequence b, where each component in Bi
includes soft information for a bit of b in the form of a
log-likelihood ratio (LLR). If the i received signal vector
does not have information about a particular bit in b, which
may occur if a HARQ type-II or type-11I protocol is used, the
i decoder may set the LLR to zero. This is appropriate,
because a zero-value LLR provides no information as to the
true value of a transmitted bit. Thus, for a transmitted
sequence of mN, bits, each of the N decoders can produce
mN, LLRs, LLR,, . . ., LLR,,_;, where some of the LLRs
may be purposefully set to zero.

Following decoding, the N b,s can be added together.
Namely, the NLLR s can be added together, the NLLR ;s can
be added together, etc. These summations produce a new set
of LLR-like approximations, referred to as b, of the transmit-
ted bit sequence. This technique may be extended to receivers
that include P decoders, where 1=P<N. In these embodi-
ments, some of the decoders may be reused so that a total of
N signal vectors are decoded.

In other embodiments of the present invention, the N=1
received signal vectors are first processed or equalized. The
received vectors may be processed based on channel infor-
mation associated with each received signal vector. The chan-
nel information may be represented by channel response
matrices. The processed signals may then be decoded by P
decoders, where 1=P=N. The decoders may be, for example,
ML decoders, zero-forcing decoders, or minimum mean
squared error decoders. By processing the received signal
vectors, the decoders may be designed with lower complexity
than that of decoders designed for unprocessed signals. At the
output of the decoder corresponding to the i decoded signal
vector, soft information vector b, may be available. In some
embodiments, the soft information in each component of b,
may be an LLR. In these embodiments, the N sets of LLRs are
added together to produce a new vector, b, of LLR-like val-
ues.

The present invention has low complexity and a low hard-
ware requirement. For a sequential protocol where P=1, such
as HARQ, one vector may be decoded at any given time.
Therefore, in this embodiment, only one decoder is necessary.
After a first signal vector is decoded, the decoded vector, b,
may be stored in a memory. When a new signal vector is
received and decoded as b,, b, may be added to the stored
information (in this case, b 1)- The memory may be updated to
reflect the new sum, and the newly stored LLLR-like value may
be used when a third signal vector is received and decoded.
Thus, the present invention may utilize all received signal
vectors without a large memory requirement. This idea may
be extended for P decoders, where P<N and P parallel calcu-
lations may be performed.
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If a retransmission protocol is used, such as ARQ or
HARQ, the receiver may request retransmissions of only a
subset of the originally transmitted bits. For example, a
receiver may request retransmissions of bits that cannot be
clearly decoded as ‘1’ or ‘0.” Upon receiving the retransmis-
sion request, the transmitter may puncture the original trans-
mit bit sequence to send only those requested by the receiver.
By retransmitting only necessary information, the throughput
of the overall system may be improved.

BRIEF DESCRIPTION OF THE FIGURES

The above and other objects and advantages of the inven-
tion will be apparent upon consideration of the following
detailed description, taken in conjunction with the accompa-
nying drawings, in which like reference characters refer to
like parts throughout, and in which:

FIG. 1 is a high level block diagram of a multiple-input
multiple-output data transmission or storage system;

FIG. 2 is awireless transmission system in accordance with
one embodiment of the system in FIG. 1;

FIG. 3 is a block diagram of a transmitter;

FIG. 4A is a signal constellation set for quadrature ampli-
tude modulation with four signal points;

FIG. 4B is a signal constellation set for quadrature ampli-
tude modulation with 16 signal points;

FIG. 5 is a vector model of the system in FIG. 1;

FIG. 6A-6B are block diagrams for decoding multiple
receive signals in a single-input single-output (SISO) system;

FIG. 7 is a diagram illustrating an example of symbol-level
combining in a 4-QAM system using weighted addition or
bit-level combining;

FIG. 8 is high level block diagram of a multiple-input
multiple-output bit-level combining receiver;

FIG. 9 is one embodiment of the receiver of FIG. 8;

FIG. 10A-10B show subsets of signal points in a 4-QAM
signal constellation set;

FIG. 11 is high level block diagram of a multiple-input
multiple-output bit-level combining receiver;

FIG. 12 is one embodiment of FIG. 11, where the receiver
performs QR decomposition of the channel matrices and
maximum-likelihood decoding;

FIG. 13 is one embodiment of FIG. 12, where the receiver
performs zero-forcing equalization and decoding;

FIG. 14A is a flow diagram of a stop-and-wait HARQ
transmitter;

FIG. 14B is a flow diagram of a HARQ receiver;

FIG. 15A is a block diagram of an exemplary hard disk
drive that can employ the disclosed technology;

FIG. 15B is a block diagram of an exemplary digital ver-
satile disc that can employ the disclosed technology;

FIG. 15C is a block diagram of an exemplary high defini-
tion television that can employ the disclosed technology;

FIG. 15D is a block diagram of an exemplary vehicle that
can employ the disclosed technology;

FIG. 15E is a block diagram of an exemplary cell phone
that can employ the disclosed technology;

FIG. 15F is a block diagram of an exemplary set top box
that can employ the disclosed technology; and

FIG. 15G is ablock diagram of an exemplary media player
that can employ the disclosed technology.

DETAILED DESCRIPTION

The disclosed invention provides a technique for a mul-
tiple-input multiple-output data transmission or storage sys-
tem to decode a signal vector at a receiver, where the receiver
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may receive multiple signal vectors corresponding to the
same transmitted information.

FIG. 1 shows an illustration of a basic data transmission or
storage system in accordance with one embodiment of the
present invention. Data, typically grouped into packets, is
sent from transmitter 102 to receiver 112. During transmis-
sion, the signals may be altered by a transmission medium,
represented by channel 106, and additive noise sources 108.
Transmitter 102 has N, outputs 104 and receiver 112 has N,
inputs 110, so channel 106 is modeled as a multiple-input
multiple-output (MIMO) system with N, inputs and N, out-
puts. The N, input and N, output dimensions may be imple-
mented using multiple time, frequency, or spatial dimensions,
or any combination of such dimensions.

In one embodiment, FIG. 1 represents a wireless commu-
nication system, pictured in FIG. 2. In this embodiment,
transmitter 102 is a wireless server 204, such as a commercial
gateway modem, and receiver 112 is a wireless receiver 206,
such as a commercial wireless computer adapter. Channel
106 is space 208 between wireless server 204 and wireless
receiver 206, which obstructs and attenuates the signal due to
at least multipath fades and shadowing effects. Typically,
wireless communication systems use spatial dimensions to
implement multiple dimensions in the form of multiple trans-
mitting antennas 200 and receiving antennas 202.

Returning to FIG. 1, transmitter 102 prepares bit sequence
100 into signals capable of transmission through channel 106.
For an uncoded system, bit sequence 100 is a binary message,
where the message carries only information bits. Alterna-
tively, for a coded system, bit sequence 100 may be an
encoded version of the message. Thus, bit sequence 100 may
have originated from a binary data source or from the output
of a source encoder (not pictured).

One embodiment of transmitter 102 is shown in FIG. 3.
Transmitter 102 converts bit sequence 100 into signals 104
appropriate for transmission through channel 106 (FIG. 1).
Bit sequence 100 is passed through interleaver 300. There-
fore, each bit in bit sequence 100 may be assumed to be
independent of all other bits in bit sequence 100. Bit sequence
306 at the output of interleaver 300 is demultiplexed by
demultiplexer 308 across N, paths 310. Each demultiplexed
output 310 may or may not go through another interleaver
and/or coding block 302, yielding bit sequences 312. Finally,
bit sequences 312 are modulated with modulators 304, and
are transmitted as signals Xy, . . . , X,,, Or X in vector form.

Modulators 304 group the incoming bits into symbols,
which are mapped and converted to signals according to a
signal constellation set and carrier signal. In one embodiment
of the invention, modulator 304 uses quadrature amplitude
modulation (QAM). Each symbol is mapped to a signal point
in the QAM signal constellation set, where the signal points
are differentiated from one another by phase and/or magni-
tude. For example, FIG. 4A shows a 4-QAM signal constel-
lation set in a complex number plane. In this case, signal
points 400A-400D are distinguishable only by phase. Each
signal point represents a different two-bit symbol 402: 400A
represents “00,°400 B represents “01,” 400C represents “11,”
and 400D represents “10.” However, any other one-to-one
mapping from symbol to signal point is valid.

FIG. 4B shows a 16-QAM signal constellation set, where
four-bit sequences 406 are combined into one symbol. Here,
both the amplitudes and the phase of signal points 404 may
vary. FIG. 4B shows a partial mapping from symbols 406 to
signal points 404, where the each symbol is shown closest to
its corresponding signal point. However, as before, any other
mapping is possible. In general, an m-bit symbol may be
mapped according to an M-QAM signal set, where M=2"".
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Therefore, for the transmitter configuration shown in FIG. 3,
transmitter 102 is capable of transmitting mN, bits concur-
rently.

In accordance with one embodiment of the present inven-
tion, transmitter 102 sends signal vectors that include com-
mon information multiple times according to a protocol that
is also known and followed by receiver 112. In some embodi-
ments, transmitter 102 and receiver 112 may communicate
using a retransmission protocol (e.g., HARQ type-I, type-I11,
type-111). If a HARQ type-I protocol is used, transmitter 102
may send a transmit signal vector, X, multiple times. fHARQ
type-1I or type-111 is used, transmitter 102 may send multiple
signal vectors (e.g., one of more x,), where each signal vector
is associated with a bit sequence b, that includes at least some
information that can also be found in other b,’s. The b,’s, for
instance, may be coded versions ofa common bit sequence, b,
and the code used to generate one of the coded sequences, b,,
may be different than the code used to generate another of the
coded bit sequences. Alternatively, each b, may be derived
from a common bit sequence, b, but may contain only a subset
of the bits. This technique is referred to as puncturing,
because the common bit sequence is punctured to produce
other bit sequences. The code used to generate the common
bit sequence, b, may be referred to as the mother code.

Depending on the protocol (e.g., HARQ type-1, type-II,
type-I11, etc.), there may be additional components in trans-
mitter 102 that are not shown in FIG. 3. It should be under-
stood that transmitter 102 may be altered in order to imple-
ment such protocols. For example, in embodiments where a
retransmission protocol is used, transmitter 102 may include
a buffer to store x, or equivalently bit stream 100, in the event
that a retransmission is requested.

Even though X, is transmitted, receiver 112 in FIG. 1 actu-
ally receives y,, where

yi=Hxqn; 1sisN (€8]

For clarity, FIG. 5 shows the components of each vector in
equation (1). Index i represents the ith instance that a signal
vector X;, corresponding to common information, is transmit-
ted. y, is an N, x1 signal vector, where each vector component
is a signal received by one of the N, inputs of receiver 112. H,
500 is an N, xN, channel matrix that defines how channel 106
alters the corresponding transmitted vector, X,. n, is an N,x1
vector of additive noise. Note that the characteristics of chan-
nel 106, reflected in matrix 500, and noise sources 108 may be
different for each instance i. Differences arise because each
transmission of X occurs at a different time or through a
different medium.

In one embodiment, noise sources 108 may be modeled as
additive white Gaussian noise (AWGN) sources. In this case,
noise sources 108 are independent and identically distributed
(i.1.d). That is, the noise that affects any of the N, components
in any n, does not affect the noise for any other component in
n,, and the noise at one time instant does not affect the noise
at any other time instant. Also, all of the noise sources have
the same probabilistic characteristics. Furthermore, each
component of n, has zero mean and is random in terms of both
magnitude and phase, where the magnitude and the phase are
also independent. This type of noise source is called an i.i.d.
zero mean circularly symmetric complex Gaussian (ZMC-
SCG) noise source. If the variance of each component is N,
then the conditional probability distribution function (pdf) of
the received signal, Pr{yIx, H}, is given by
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Equation (2) will be used with reference to maximum-likeli-
hood decoding discussed in greater detail below in connec-
tion with FIG. 10.

Receiver 112 may use one or more of the N received signal
vectors, vy, . . . , Y5 to determine the information that was
transmitted. For simplicity, it will be assumed that there is a
transmit bit sequence, b that fully represents the information
being conveyed by transmitter 102. Therefore, receiver 112
may attempt to recover b by producing an estimate b. Bach of
Vi, - - ., Yy May or may not contain relevant information for
every bit in bit sequence b. Therefore, receiver 112 may
generate b by utilizing information from multiple received
signal vectors.

Single-input single-output (SISO) systems are a special
case of MIMO systems in which N,32 N,=1. Block diagrams
600A and 600B in FIGS. 6A and 6B show two ways that
multiple received signals may be used to estimate the trans-
mitted information. Referring first to FIG. 6A, block diagram
600A shows combiner 600A for combining received signals
and decoder 604 A for decoding the combined signal. Because
combiner 600A combines received signals that correspond to
transmitted symbols, a receiver implementing block diagram
600A is hereinafter referred to as a symbol-level combining
receiver. Combiner 602A may combine the received signals
by weighted addition using weights 606A. Weights 606A
may be chosen to maximize the signal-to-noise (SNR) ratio,
atechnique called maximal ratio combining (MRC). Decoder
604A may be a maximum-likelihood (ML) decoder or any
other suitable decoder. Block diagram 600A may be used to
produce an estimate, b, of bit sequence b. Using MRC and ML,
decoding, block diagram 600A may produce the b with the
highest probability of being the true transmitted bit sequence,
b, for an AWGN channel.

FIG. 7 may be used to illustrate the operation of a symbol-
level combining receiver for SISO systems (e.g., receiver 112
(FIG. 1)) using the configuration of block diagram 600A. The
signal constellation set is 4-QAM, which was described
above in connection with FIG. 4A. Signal points 700A-700D
represent the magnitude and phase of a transmitted symbol.
For illustration purposes, assume that the transmitter is send-
ing the symbol, “00” (702A), to the receiver using a HARQ
type-I protocol. Assume, again for the purpose of illustration,
that the channel does not attenuate, amplify, or alter the signal
in any way. Therefore, ideally, the magnitude and phase of a
received signal is the same as the transmitted signal. How-
ever, if due to additive noise, signal point 704 is actually
received, it will be incorrectly decoded as “01,” because it is
closer to signal point 700B than 700A. Note that an ML
decoder may make this decision if the noise is AWGN. The
error-detecting code may then detect the presence of the bit
error, resulting in a request for a retransmission. On the sec-
ond transmission, signal point 706 may be received. If signal
point 706 is decoded on its own, it may be incorrectly decoded
as “10.” However, by weighted addition, the resulting com-
bined symbol falls approximately on dotted line 808. The
combined symbol is now closest to signal point 700 A and will
be decoded correctly as “00.”

Referring back to FIG. 6A, one disadvantage of the sym-
bol-leveling combining configuration of block diagram 600A
is that all of the transmitted symbols, y,, . . . , V5, must
correspond to the same transmit symbol for decoding to func-
tion properly. Otherwise, the symbol-level combining

@

1
Priyl|x, H} = N

40

45

50

55

8

receiver does not produce the desired result illustrated above.
However, the transmitted bit sequences, by, . . . , by, may
change from transmission to transmission if a HARQ type-I1
or type-III protocol is used, resulting in different values
for x;, . . ., Xy For example, a bit sequence of . . .
01[10]10...could be puncturedto... [1 1]01...,where
the underscores indicate bits that have been removed and the
brackets indicate the current b being transmitted. Thus, in one
transmission, the transmitter could transmit the symbol “00,”
while in another the transmitter could send the symbol “11.”
Thus, the symbol-level combining receiver of FIG. 6 A cannot
be used with HARQ type-1I, HARQ type-111, or another pro-
tocol that utilizes incremental redundancy.

FIG. 6B shows a receiver configuration that may be used
regardless of whether y,, . . ., y, correspond to the same
transmit symbol, and may therefore be used with a HARQ
type-1I or HARQ type-III transmission protocol. Block dia-
gram 600B of FIG. 6B includes multiple decoders 604B for
decoding received signals, and combiner 602B for combining
the decoded vectors. Note that the decoding and combining
steps are reversed compared to block diagram 600A in FIG.
6A. Bach of decoders 604B may produce a bit sequence, b,,
for a received signal, y,, where each component of Bi may be
a soft or hard estimate of a transmitted bit. Some, though not
all, of the estimated bit sequences, b Lseens BN, may include an
estimate for a particular bit in b, referred to as b, . Therefore,
for convenience, block diagram 6008 only shows compo-
nents necessary for producing an estimate, b, , of bitb, . Also
for convenience and where appropriate, y,, . . . , Y, refers to
a subset of y,, . . ., y, that includes information about b,,
where the subset is re-indexed from 1, . . ., N(&). (This
definition similar applies to subset by, . .., by, (b)), - - -,
(b;) w00 €tc.) Accordingly, the only decoders shown in block
diagram 600B are the N().) decoders necessary for decoding
Yis -+ + s Yy Decoders 604B may be maximum-likelihood
decoders or any other suitable types of decoders.

After the N()) signals are decoded by decoders 604B, bit
estimates (b,), from each b, may be combined to form b,.
Thus, b, may include information from all N(\) receptions
that includes information about transmit bit b,. Combiner
602B may combine the estimates using any suitable function,
such as weighted addition or unweighted addition. Combiner
602B may output b, as a hard estimate or a soft estimate.
Since combiner 602B produces estimates of the transmitted
bits rather than the transmitted symbols, the technique
employed by FIG. 6B and other embodiments of the present
invention (e.g., FIGS. 9 and 10-13) is hereafter referred to as
bit-level combining.

The illustration in FIG. 7 may again be used to show the
operation of the bit-level decoding scheme of FIG. 6B. With
an AWGN channel, ML decoders, and a transmit symbol of
“00” in consecutive transmissions, received signal point 704
may be decoded incorrectly as “01” by one of decoders 604B.
Similarly, received signal point 706 may be decoded incor-
rectly as “10” by another of decoders 604B. However, if
decoders 604B generate soft information, combiner 904 will
still produce the correct 2-bit sequence. Looking at the zeroth
(rightmost) bit only, the zeroth bit of point 704 would be
incorrectly decoded as “1.” However, decoder 604B will pro-
duce this result with low certainty (e.g., low LLR magnitude),
because signal point 704 is close to the boundary between
quadrant A, the correct region, and quadrant B. (Equivalently,
distance 712 is small.) The zeroth bit of point 706 will be
correctly decoded as ‘0, and with high certainty, since dis-
tance 714 is relatively large. By combining the decoding
results of 704 and 706, the higher-certainty value will domi-
nate. Thus, the zeroth bit will be decoded correctly as 0.
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Similarly, by comparing distances 710 and 716, it may be
deduced that the first bit will also be correctly decoded as ‘0.’
Thus, using the receiver configuration of FIG. 6B, the
received symbol may be correctly decoded as “00.”

The bit-level scheme illustrated by block diagram 600B
may be extended to the general MIMO case. Referring to FI1G.
8, block diagram 800 illustrates a receiver configuration for a
MIMO system in accordance with one embodiment the
present invention. Here, N decoders are shown for the N
received signal vectors, rather than showing only N(A) decod-
ers. The N received signal vectors are first decoded by decod-
ers 802, producing N estimates, bl, .. b . A component of

s OF (b );» may be a soft- or hard- estrmate of atransmitted bit,
bk, if b, contains information about b,. Although decoders
802 may produce a hard or soft output, soft information is
generally preferable, because it may yield better decoding
results. Recall that, as described above in connection with
FIG. 3, there way be mN; bits in the transmitted bit sequence.
Therefore there may be up to mN, components in each b It
should be understood that not all b, may have 1nformatron
about every bit in b. Regardless, decoders 802 may output
mN, estimates for b={b,, . . . , me 1}» where ach (b,),
corresponds to transmit bit b,. If no information is available
about a particular bit, then the value of the corresponding (bk)
may be set to a value that provides no information about b, . In
other embodiments, each b, ,may include a different number of
bits, or a subset of the b1ts in a b, may be used to decode a
different set of transmit 1nformatron

Following decoding, combiner 804 combines the outputs
of'decoders 802. Combiner 804 combines only the soft-infor-
mation that corresponds to the same transmitted bit, b, . Thus,
the N sets of up to mN; estimates of b, are combined into a
single set of mN, estimates. For each b,, combiner 804 com-
bines all corresponding soft-information according to some
function,

£lBo ..., o),

to produce a combined estimate of b, that has information
from every received signal vector that carries information
about b, . Each combining function may be a weighted sum,
an unweighted sum, or any other suitable mathematical func-
tion. The result of the computation is another soft or hard
estimate for each bit of the transmitted sequence. Combiner
804 may then output the result directly, scale the result by
some amount, convert combined soft information to hard
decisions, or convert the result to another soft-bit metric.

The receiver illustrated in FIG. 8 shows all N received
vectors and N channel response matrices as inputs into their
respective decoding metric calculators. However, not all N
signal vectors are necessarily provided to the decoders at the
same time, and the receiver is not required to wait until after
all N signal vectors are received to begin operating. Instead,
the receiver shown in FIG. 8 merely illustrates that the system
is capable of decoding based on information from all N trans-
missions of common information. In fact, in some embodi-
ments, such as when a HARQ protocol is used, a single
decoder may be used to accept one signal vector at a time, and
information on the previous transmissions may be obtained
from some other source.

Referring now to FIG. 9, block diagram 900 shows a more
detailed embodiment of block diagram 800 (FIG. 8) in accor-
dance with one embodiment the present invention. The vari-
able, P, where P<N, is hereinafter defined to be the number of
signal vectors that are received substantially at the same time
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(e.g., concurrently, within a given amount of time, etc.). For
simplicity, it is assumed that P is divisible by N. In this
scenario, there are a total of N/P transmissions of P signal
vectors. The present invention, however, is not limited to this
constrained situation. When the first set of P signal vectors is
received, they are decoded by the P ML decoders 902. ML
decoders 902 may produce soft information for each trans-
mitted bit in the form of a log-likelihood ratio (LLR). An LLR
is a soft-bit metric often associated with ML decoding, where
the sign of the LLR indicates the the most likely value of the
transmitted signal (1 if positive, O if negative), and the mag-
nitude of the LLR indicates the strength or confidence of the
decision. Thus, each of the P decoders produces mN, LLR
values. If a received signal vector does not carry information
about a particular bit, decoder 902 may set the LLR to zero,
since an LLR of zero does not favor b, =0 or b, =1. The P sets
of mN, LLRs may be summed by adder 904. This produces a
set of LLR-like values corresponding to: {(bo) o+
. (me it -+ Unt- The result of the
summatrons as is, may be output as an LLR-like estimate of
the transmit bit sequence. The result may also be stored in
storage 906. Thus, when P more signal vectors are received
and decoded, the P sets of mN, LLRs may be added together,
and may also be added with the stored LI.R-like information
corresponding to the first P signal vectors. The new sum may
then be saved in storage 906 by overwriting the previous sum,
and may be used by adder 904 when a third set of signal
vectors is received. In this way, all of the received information
may be utilized in estimating the transmit signal vector with-
out a large memory requirement. Furthermore, computations
performed on previous transmissions do not need to be
recomputed.

To generalize, before the i” reception of P signal vectors,
soft information for the (i-1)xP previously received signal
vectors may have already been calculated and stored in stor-
age 906. Then, when the i set of P signal vectors is received,
they are decoded by the P ML decoders 902. The resulting P
sets of LLRs and the (i-1)* sum stored in storage 906 may be
summed by adder 904. Therefore, adder 904 produces soft
information that utilizes information from all ixP receptions
of the common transmit signal vector. Since only one sum
needs to be stored, the memory requirement for storage 904
may only be equal to:

Storage capacity (in bits)=(bits in b)x(bits used to
store each LLR).
For example, if' b is 1024 bits long, and eight bits are used to
store soft information for each bitin b, storage 1006 need only
have a storage capacity of 8 KB.

It can be shown a that a MIMO bit-level combining receiver
with ML decoding, such as block diagram 900 of FIG. 9, has
close to optimal decoding performance. Thus, a receiver
using this configuration may be referred to as an optimal
receiver. An optimal receiver scheme is hereinafter defined to
be one that, given the N received signal vectors, chooses the
signal vector that has the highest probability of being the
actual transmit signal vector in the presence of AWGN. This
is considered optimum, because all information from the N
received signals is used fully. Mathematically, an optimum
decoding scheme chooses the signal vector, X, that maximizes

®
Therefore, a receiver that maximizes equation (3) is essen-
tially a maximum-likelihood decoder. For a MIMO system,
where the N received symbols are given by

y;=HxA+n; 1=isN, 4)
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equation (3) may be maximized by computing an ML LLR. A
nearly optimum LLR output, LLR_ , for b, is given by

opr’

NQ) »
. (1
} nunm{Zny;—H;xPu }
WexD |

which will be derived below in equations (6) through equation
(13). The variable X,’ in equation (5) denotes a subset of a
signal constellation set whose A” bit equals j for j=0,1. For
example, FIGS. 10A and 10B illustrate the four possible
subsets for a 4-QAM signal constellation set. 4-QAM is dis-
cussed in greater detail above in connection with FIG. 4A. In
each figure, the bit corresponding to b, is underlined for
emphasis. Note that, as is consistent with the definition of the
subset, the emphasized bit is the same for all members of a
subset. Thus, the signal point in quadrant A belongs in subsets
X,@ and X,. Similarly, the signal point in quadrant B
belongs in subsets X, and X,, etc. Accordingly, the first
term in equation (5) minimizes a quantity over a subset of
signal vectors that include bit b, =0. The second term in equa-
tion (5) minimizes over a subset of signal vectors that include
bit b,=1.
An optimal LLR can be derived as follows:

NQ)
LLR = ly; = HiZ |
opt = 30, eX(O) {Z Yi—

LLRyp = Lba | Y15 -+ 5 YN, HL o 5 Hyy) (6)
_lnPr{bA=1|}’1,--- s yvews His - Hyvpyd a
Priby =01y1, ... 5 ynvey> His o s Hyoyd
Prives o oo 13800,
ol
- Hi s Hyoo}
=In N (8)
X Py, oyvl3,
{0ex(®
(0
00 Hi s Hyoo}
N
(1
2 [P,
sDex(D =t
=In NS ©)
(0
[ Privi1 .
(0)€X(0) i=1
™ot (W2
[ | ey expt-lly: - H3{I}
i(l)ex/(\l) i=1
=In o (10)
(0),2
—y exp{=llyi - Hi&I)
syl L7
N R
ol
> exp{—z llys = H3{ I }
S (D =1
=In an

Equations (6) and (7) follow from the definition of the log-
likelihood ratio. Equation (8) is reached by applying Bayes’
Theorem, a technique known in the art, to equation (7). Then,
the equation is written in terms of transmitted signal vectors,
X,, instead of transmitted bits, b, . That is, rather than writing
the numerator of equation (7) in terms of b,=1 itself, it is
written in terms of the signal vectors that include b, =1, which
is the subset X,. Then, equation (10) follows from the
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statistical independence between each received signal vector.
That is, for independent events A and B, Pr(ANB)=Pr(A)Pr
B).

In equation (8) through (11) above, X0= %9,

Koo 01 denotes all valid combinations that signal Vectors
Y, XN(;L)(]), may equal. The bits of each xj(’) are
constrained in two ways. First, the bit in each X, %) that corre-
sponds to b, are constrained to equal j. This ﬁrst constraint
reduces the p0551b1e values of X, @ 10 the set, X, 9. Secondly,
other bits in each X, & may be equal since xl(’), . XN(;\)(])
may have more 1nf0rmat10n in common than just bk. There-
fore, the neighboring bits of b, also constrain the set, X'=
%9, . Xyoo} in equations (8) through (11) and in
equations (12) and (13) below.

A decoder could directly implement equation (11) above to
compute truly optimal LLRs. However, this would require the
decoder to compute the summation of exponential functions
and a logarithm, which are complex calculations. Thus, the
approximation, 2, log a,~log max; a,, is utilized to simplify
equation (11), resulting in an LLR equation given by,

N
2 M= I }

i=1

NRQ)
Dy - HOI }

i=1

max, ) X(l) exp{

LLR,y =1n

(12

max, (0)€X(o) exp{

T o, X(O){
min -
Dex (D

Equation (13) results from plugging in equation (2), the con-
ditional probability distribution function (PDF) foran AWGN
channel. Note that, as expected) this is the same equation as
equation (5).

A bit-level combining receiver, such as receiver 900 in
FIG. 9 may represent a near-optimum system for decoding a
signal vector based on N receptions of the transmit vector. For
MIMO systems, the LLR for a bit, b, may be calculated as
follows:

13)

N
~(0
Z llys = H&l }
N(A) 2
(1
i - ) }
i=1

NQ)
LLRprc mpopt = Z LLR; (14)
i=1
N
= > Lol yi Hy) (15)
i=1
_NflnPr{bA:uyi,H;} )
o Priby=01y;, H}
Privi 15, H)
NQY W
= ln—. N (17
Z S Priy 130, Hy)
FL oo
{
L gy - HEVIP)
o = i~ Hi3
PO »
=S 'm (18)
1 (02
T 3 —esp{-lly - BN
{Oex®
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where LLR, denotes the LLR for bit b, of y,, the i” received
signal vector. Equation (14) follows from the receiver con-
figuration of block diagram 900 (FIG. 9), where N separate
LLRs are calculated by decoders 902 and summed by adder
904. Note that only the N() LLRs with information about b,
are included in the summation of equation (14), because any
remaining LIRs are set to zero and would not affect the result
of the summation. Equations (15) and (16) follow from the
definition of the LLR. Equation (17) is reached by first apply-
ing Bayes’ Theorem to equation (16), which is known in the
art. Then, the equation is written in terms of transmitted
symbols, X, instead of transmitted bits, b,. Finally, equation
(18) results from plugging in equation (2), the PDF for an
AWGN channel.

As described above, an implementation of equation (18)
could be highly complex. Therefore, the 2, log a,~log max; o,
approximation is applied to equation (18) to simply the equa-
tion to,

N e — Ea 2
maxm_ () exp{-lly; - H:3II'}

LLRprc_mropr = In (19)

_llvi = HAO?
! max o0 exp{~Ily; — H3{II'}

NQY
. ~(0),2
= E min i - HE - 20)
[ ex(”

. ~(1)2
min [ly; = BV
Dex(D

A bit-level combining receiver, such as a receiver implement-
ing block diagram 900 of FIG. 9, could calculate LLRs
according to equation (20). This would result in a receiver that
may only need to calculate distances and low complexity
arithmetic operations. For high signal-to-noise ratios (SNRs),
the minimizing vector value X, may be equal for all
i=1, . . ., N, for j=0,1, respectively. Therefore, the LLR
becomes,

N

. ~(0),12
g { (ninly; — HiEl }—
) X eX/\

N
. A(1))2
E { min ||y;—H;x§)||}
i
=1 Vi

DexlD

LLRpr.c-mr = 21

) NQY o2
= dnite {21 llyi = Hi3 } - 22)
) NQY 2
;uff;“{; lly: = Hi3 }
~ LLR,, @23

Thus, when the SNR is high, bit-level combining is an opti-
mal form of decoding multiple received symbols in a SISO
system. Even when the SNR is low, bit-level combining may
still have high, or even nearly optimal, performance. The
optimal LLR given by equation (13) and the bit-level com-
bining LLR given by equation (20) may differ due to the
effect of the constraints on XP={%,?, . . ., Knoo "} These
differences may be effectively removed by interleaving a
transmit bit sequence (e.g., using interleaver 300 in FIG. 3)
after, for example, puncturing the bit sequence. Therefore, for
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low SNR, interleaving the transmit bit sequence may provide
high, or even nearly optimal decoding performance.

Referring now to FIG. 11, block diagram 1100 shows an
alternative embodiment of a bit-level combiner in accordance
with one embodiment the present invention. In block diagram
1100, the received signal vectors are processed by signal
processor 1108 prior to decoding. The processed signal vec-
tor may be decoded using a low complexity decoder. Signal
processor 1108 may use channel information (e.g., Hy, . . .,
Hj)in order to process or equalize the received signal vectors,
Vi - - ., Yp. In some embodiments, signal processor 1108
includes a channel preprocessor to convert the channel infor-
mation to a format that is suitable for processing the received
signal vectors. Signal processor 1108 may be, for example, a
zero-forcing (ZF) equalizer a minimum mean squared error
(MMSE) equalizer, or any other suitable linear equalizer.

After processing the received signal vectors, the processed
signal vectors are decoded by decoders 1102. Decoders 1102
may output soft-information or hard-information for each bit.
However, soft-information is generally preferable, because it
may yield better decoding results. Following decoding, com-
biner 1104 combines the outputs of decoders 1102 by com-
puting a weighted sum, computing an unweighted sum, or by
computing any other suitable mathematical function. Com-
biner 1104 may also combine information stored in storage
1106 corresponding to soft information from previously
received signal vectors. The result of the computation is
another soft or hard estimate for each bit of the transmitted
sequence. Combiner 1104 may then output the result directly,
scale the result by some amount, convert combined soft infor-
mation to hard decisions, or convert the result to another
soft-bit metric. The output of combiner 1104, or a processed
version of the output of combiner 1104, may be stored in
storage 1106 for future use.

Block diagram 1200 of FIG. 12 shows one embodiment of
block diagram 1100 of FIG. 11. Signal processor block 1208
may contain channel preprocessing block 1210 and process-
ing block 1212. Channel preprocessing block 1210 may per-
form QR decomposition on a channel response matrix. QR
decomposition involves factoring the channel matrix into a
matrix with orthonormal columns, Q, and a square, upper-
triangular matrix R. Processing block 1212 utilizes the output
of preprocessing block 1210 in order to process the received
signal vector. In particular, processor block 1212 uses the
transpose of orthonormal matrix Q, Q*, and processes the
received signal vector by multiplying it by Q*. The result is

O*y=0*ORx+Q"n 24

=Rx+Q*n. (25)

Q*y, the processed signal, is then decoded by ML decoder
1202. ML decoder 1202 may compute the LLR for Q*y using
an equation similar to that of equation (20). Thus, rather than
computing a decoding metric given by |ly-Hx|[>, ML decoder
1202 may compute ||Q*y-Rx|. Since R is an upper-triangu-
lar matrix, Rx is computationally less expensive than Hx.
Because ML decoder 1202 may need to compute ||[Q*y-Rx]*
repeatedly to calculate an LLR, the savings gained from QR
decomposition may be considerable. Following decoding, the
LLRs are summed by adder 1204 and stored in storage 1206.
The result of adder 1204 is an estimate of the transmit signal.
Storage 1206 can be utilized in substantially the same manner
as storage 1106 in FIG. 11.

Referring now to FIG. 13, block diagram 1300 is another
embodiment of block diagram 1100 in accordance with one
embodiment of the present invention. Signal processors 1303
perform zero-forcing equalization on each of the received
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signal vectors. Zero-forcing is a technique used to ideally
eliminate the effect of a channel, H, from a received vector, y,
by multiplying the received vector by the channel inverse,
H~'. Signal processors 1308, therefore, each includes a
method to calculate the inverse, H™*, or pseudo-inverse, H*=
(H*H)"'H* of the channel matrix corresponding to the
received signal vector. Processors 1308 then processes each
signal vector by multiplying the signal vector with H*. This
produces
Vi=Hy,=H;Hx+H*n;i=1, ...

> V(M) 6

=X+, @7
where fi=H". Thus, the resulting signal vector is similar to the
transmitted signal, but with additive correlated and amplified
noise, fi,. The covariance of noise fi, may be equal to
E[ii,ii*,]=H,"H,"*. Each processed signal vector may then be
decoded by one of ZF decoders 1302.

One valuable aspect of zero-forcing decoders 1302 in
receiver 1300 comes from the fact that each component of §,
may be decoded separately. For an ML decoding scheme,
such as receivers 1200 of FIG. 12, the decoder has to consider
the transmitted vector as a whole in order to calculate
|lv=Hx|P*. With zero-forcing, each component in §, may be
decoded without regard to other components in ¥,. To esti-
mate the k” component of x, each of decoders 1302 may
implement a method to calculate the metric.

(28)
ILH; v,

[HF H**

3t

for component, k, of x,, or [x,],. Thus, the subscript k indexes
the kth element of a vector, and the subscript k.k indexes the
(k, k)" element of a matrix.

The soft information produced by each of decoders 1302
may be combined by combiner 1304 using any suitable com-
bining technique (e.g., unweighted addition, weighted addi-
tion, etc.). The result of combiner 1304 is an estimate of the
transmitted sequence. If each of decoders 1302 calculates an
LLR for each bit b, in the transmitted bit sequence, the final
LLR-like value for bit b, produced at the output of receiver
1300 may be given as follows:

NQ)
LLRz =y b1 3, H7'H) (29)
i=1
N N
- E i =115, HE H) (30)
Priby =013,, H TH"}
i=1
PR B, [ D)
ﬁ ff e
~ In (31)
i PAT B, T H )
1 0ex{?
~ [0}
& max ey AL B T D)
~> In (32)
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-continued
N

I3, - I - 33)

_ min
- 5 . 0
o U, 1k,k{mx°)exp

. - ~. (D)2
min 105, = Bl
&IMexy

Equations (29) and (30) follow from the definition of the
LLR, where combiner 1304 performs unweighted addition on
the decoded bits. In order to prevent complex calculations, the
approximation, 2, log a,~log max; o, may again be applied.
Note that the final LLLR of equation (33) is calculated using
the decoding metric given by equation (28). The final soft
information (e.g., the LLLRs) computed by receiver 1300 may
be stored in storage 1306. Storage 1306 may be utilized in
substantially the same manner as storage 1106 in FIG. 11.

In some embodiments, QR decomposition as described
above in connection with FIG. 12 may be used to simplify a
ZF decoder, such as the ZF decoder in FIG. 13. Thus, in
another embodiment of block diagram 1300, signal processor
1308 may include a channel preprocessor to perform QR
decomposition on the corresponding channel response
matrix. Following QR decomposition, the channel preproces-
sor or signal processor 1308 may calculate the inverse of QR,
which is R™Q¥*. Signal processors 1308 may then equalize
the received signal vector by multiplying a received signal
vector by R™'Q*, which produces

PARTQ =R QMO R MR Q% (34

=x+7;, (35)

where i,=R,"'Q* ,n. Accordingly, the metric implemented by
decoders 1302 becomes

36
R0y, — [l o)
TRIR L,

The subscript k indexes the kth element of a vector, and the
subscript k .k indexes the (k,k)” element of a matrix.

Referring back to FIG. 11, in still other embodiments of
block diagram 1100, signal processors 1108 may be mini-
mum mean squared error (MMSE) equalizers. MMSE equal-
izers, like ZF equalizers, attempt to recover the transmitted
signal from the received signal. Signal processors 1108 may
process the received signal vectors by multiplying the receive
signal vectors by p(pH,+N,I)™*. Decoders 1102 may be sim-
plified to linear decoders, and may therefore have lower com-
plexity than higher performance decoders, such as ML decod-
ers. Combiner 1104 may combine the decoded processed
signal vectors, as described above. Therefore, any suitable
type of linear equalizers, including ZF and MMSE equalizers,
may be used in the present invention. These decoders may be
used, for example, to enable decoders 1102 to implement low
complexity, linear computational circuitry.

A transmitter (e.g., transmitter 102 in FI1G. 1) and receiver
(e.g., receiver 112 in FIG. 1) in the present invention may
utilize any suitable protocol in order for the receiver to receive
multiple copies of common information. In one embodiment
of'the invention, the receiver receives multiple signal vectors
using a retransmission protocol. For example, the transmitter
and receiver may use an ARQ or HARQ protocol. In some
embodiments of ARQ or HARQ), one signal vector is trans-
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mitted at a time. Therefore, P=1 and transmitter 102 sends a
signal vector at N/P=N distinct times. The flow chart of the
steps taken by transmitter 102 and receiver 112 are shown in
FIG. 14A and FIG. 14B, respectively. FIG. 14A shows a
transmitter following a stop-and-wait protocol, where the
transmitter waits until a signal vector has been accepted by
the receiver before sending the next signal vector. If x, is the
same on each transmission, the protocol is HARQ type-I.
Otherwise, it may be HARQ type-II or type-III. For HARQ
type-II or type-111, the value of x, may depend on a particular
error control scheme. In some embodiments, and as described
below in connection with FIG. 14B, the value of a x, may
additionally depend on information transmitted witha NACK
received from the receiver. It should be understood that other
ARQ/HARQ protocols, such as go-back-N or selective repeat
may be used in place of stop-and-wait, and FIG. 14A may be
modified in order to implement a different protocol.

FIG. 14B shows a simplified flow chart of the receiver
protocol for a HARQ receiver that may be used in some
embodiments of the present invention. At some time, receiver
112 receives y, at step 1400, corresponding to an i transmis-
sion of common information. At step 1402, receiver 112
decodesy,, and generates soft-information corresponding to a
decision for x (e.g., using decoders 902, 1102, 1202, or 1302
in FIGS. 9 and 11-13, etc.). Following decoding, the soft-
information fory, is combined with the soft-information from
decodingy,, . ..,y,—, (e.g., using combiners 904, 1104, 1204,
or 1304, etc.). Decoding errors may be corrected if, by com-
bining multiple decoded vectors, enough correctly decoded
signal vectors, or parts of signal vectors, are able to compen-
sate for the incorrectly decoded bits in other decoded signal
vectors. Following combining, the receiver may directly map
the soft-information into a hard decision of x. Then, error
detection is performed at step 1401, which in this case
involves checking the CRC of the resulting bit stream. If
errors are detected, the receiver may send a negative acknowl-
edgement (NACK) message to the transmitter at 1406. Upon
receipt of the NACK, the transmitter retransmits a signal
vector, which is received at 1400 as y,, ;. ;. is decoded and
combined with previous information, as described previ-
ously. This procedure occurs N times, until by decoding and
combining N received vectors, no CRC error is detected. At
this point, the receiver sends an acknowledgment (ACK)
message at step 1408 back to the transmitter to inform the
transmitter that the vector has been successfully received.
Also, since there are no errors detected in the data, the
receiver passes the data to the destination at step 1410.

In some embodiments of the HARQ type-II or type-III
transmission steps of FIG. 14B, the NACK sent at step 1406
may include information other than merely a retransmission
request. The NACK may additionally include information on
the type and amount of information to be retransmitted. For
example, a receiver may not accept a signal vector until a
predetermined reliability (e.g., a predetermined LL.R magni-
tude) is obtained for each bit. If, after decoding and combin-
ing at step 1404, a subset of the LL.Rs is below the predeter-
mined threshold, the NACK sent at step 1406 may include
information on which bits are below the reliability threshold.
Inturn, the transmitter may puncture the original bit sequence
to retransmit only those requested bits. Using this select
retransmission mode, only necessary information is retrans-
mitted. Therefore, the throughput of information in the trans-
mission scheme may be greatly improved.

In another embodiment of the invention, the transmitter
may send a signal vector, X, a predetermined number of times,
irrespective of the presence of errors. For example, the
receiver may obtain N transmissions of x from repetition
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coding. In this case, P=N and transmitter 102 sends signal
vectors in one (N/P=1) batch. In other words, N copies of x are
transmitted simultaneously, or within some interval of time.
The receiver decodes y,, . . . , Y, and combines the resulting
soft-information. Repetition coding may be useful when
there is no feasible backchannel for the receiver to send
retransmission requests.

HARQ and repetition coding are two protocols that may be
used in different embodiments of the present invention. Alter-
natively, repetition coding and HARQ may be combined such
that multiple vectors are received at 1400 (FIG. 14B) and
combined/decoded at 1402 prior to error-detection at 1406.
That is, N>P>1. The invention, however, is not limited to the
protocols and their combinations mentioned here. Currently,
the IEEE 802.16e standard uses HARQ and repetition coding,
so these particular protocols merely illustrate embodiments
of the invention. Any protocol that allows the receiver to
receive multiple copies of the same transmitted vector fall
within the scope of the present invention.

Referring now to FIGS. 15A-15G, various exemplary
implementations of the present invention are shown.

Referring now to FIG. 15A, the present invention can be
implemented in a hard disk drive 1500. The present invention
may implement either or both signal processing and/or con-
trol circuits, which are generally identified in FIG. 15A at
1502. In some implementations, the signal processing and/or
control circuit 1502 and/or other circuits (not shown) in the
HDD 1500 may process data, perform coding and/or encryp-
tion, perform calculations, and/or format data that is output to
and/or received from a magnetic storage medium 1506.

The HDD 1500 may communicate with a host device (not
shown) such as a computer, mobile computing devices such
as personal digital assistants, cellular phones, media or MP3
players and the like, and/or other devices via one or more
wired or wireless communication links 1508. The HDD 1500
may be connected to memory 1509 such as random access
memory (RAM), low latency nonvolatile memory such as
flash memory, read only memory (ROM) and/or other suit-
able electronic data storage.

Referring now to FIG. 15B, the present invention can be
implemented in a digital versatile disc (DVD) drive 1510. The
present invention may implement either or both signal pro-
cessing and/or control circuits, which are generally identified
in FIG. 15B at 1512, and/or mass data storage of the DVD
drive 1510. The signal processing and/or control circuit 1512
and/or other circuits (not shown) in the DVD 1510 may pro-
cess data, perform coding and/or encryption, perform calcu-
lations, and/or format data that is read from and/or data writ-
ten to an optical storage medium 1516. In some
implementations, the signal processing and/or control circuit
1512 and/or other circuits (not shown) in the DVD 1510 can
also perform other functions such as encoding and/or decod-
ing and/or any other signal processing functions associated
with a DVD drive.

The DVD drive 1510 may communicate with an output
device (not shown) such as a computer, television or other
device via one or more wired or wireless communication
links 1517. The DVD 1510 may communicate with mass data
storage 1518 that stores data in a nonvolatile manner. The
mass data storage 1518 may include a hard disk drive (HDD).
The HDD may have the configuration shown in FIG. 15A.
The HDD may be a mini HDD that includes one or more
platters having a diameter that is smaller than approximately
1.8". The DVD 1510 may be connected to memory 1519 such
as RAM, ROM, low latency nonvolatile memory such as flash
memory and/or other suitable electronic data storage.
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Referring now to FIG. 15C, the present invention can be
implemented in a high definition television (HDTV) 1520.
The present invention may implement either or both signal
processing and/or control circuits, which are generally iden-
tified in FIG. 15C at 1522, a WLAN interface and/or mass
data storage of the HDTV 1520. The HDTV 1520 receives
HDTYV input signals in either a wired or wireless format and
generates HDTV output signals for a display 1526. In some
implementations, signal processing circuit and/or control cir-
cuit 1522 and/or other circuits (not shown) of the HDTV 1520
may process data, perform coding and/or encryption, perform
calculations, format data and/or perform any other type of
HDTYV processing that may be required.

The HDTV 1520 may communicate with mass data storage
1527 that stores data in a nonvolatile manner such as optical
and/or magnetic storage devices for example hard disk drives
HDD and/or DVDs. Atleast one HDD may have the configu-
ration shown in FIG. 15A and/or at least one DVD may have
the configuration shown in FIG. 15B. The HDD may be a mini
HDD thatincludes one or more platters having a diameter that
is smaller than approximately 1.8". The HDTV 1520 may be
connected to memory 1528 such as RAM, ROM, low latency
nonvolatile memory such as flash memory and/or other suit-
able electronic data storage. The HDTV 1520 also may sup-
port connections with a WLAN via a WLAN network inter-
face 1529.

Referring now to FIG. 15D, the present invention imple-
ments a control system of a vehicle 1530, a WLAN interface
and/or mass data storage of the vehicle control system. In
some implementations, the present invention may implement
a powertrain control system 1632 that receives inputs from
one or more sensors such as temperature sensors, pressure
sensors, rotational sensors, airflow sensors and/or any other
suitable sensors and/or that generates one or more output
control signals such as engine operating parameters, trans-
mission operating parameters, and/or other control signals.

The present invention may also be implemented in other
control systems 1640 of the vehicle 1630. The control system
1640 may likewise receive signals from input sensors 1642
and/or output control signals to one or more output devices
1644. In some implementations, the control system 1640 may
be part of an anti-lock braking system (ABS), a navigation
system, a telematics system, a vehicle telematics system, a
lane departure system, an adaptive cruise control system, a
vehicle entertainment system such as a stereo, DVD, compact
disc and the like. Still other implementations are contem-
plated.

The powertrain control system 1632 may communicate
with mass data storage 1646 that stores data in a nonvolatile
manner. The mass data storage 1046 may include optical
and/or magnetic storage devices for example hard dish drives
HDD and/or DVDs. Atleast one HDD may have the configu-
ration shown in FIG. 15A and/or at least one DVD may have
the configuration shown in FIG. 15B. The HDD may be a mini
HDD thatincludes one or more platters having a diameter that
is smaller than approximately 1.8". The powertrain control
system 1532 may be connected to memory 1547 such as
RAM, ROM, low latency nonvolatile memory such as flash
memory and/or other suitable electronic data storage. The
powertrain control system 1532 also may support connec-
tions witha WLAN viaa WLAN network interface 1548. The
control system 1540 may also include mass data storage,
memory and/or a WLAN interface (all not shown).

Referring now to FIG. 15E, the present invention can be
implemented in a cellular phone 1550 that may include a
cellular antenna 1551. The present invention may implement
either or both signal processing and/or control circuits, which
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are generally identified in FIG. 15E at 1552, a WLAN inter-
face and/or mass data storage of the cellular phone 1550. In
some implementations, the cellular phone 1550 includes a
microphone 1556, an audio output 1558 such as a speaker
and/or audio output jack, a display 1560 and/or an input
device 1562 such as a keypad, pointing device, voice actua-
tion and/or other input device. The signal processing and/or
control circuits 1552 and/or other circuits (not shown) in the
cellular phone 1550 may process data, perform coding and/or
encryption, perform calculations, format data and/or perform
other cellular phone functions.

The cellular phone 1550 may communicate with mass data
storage 1564 that stores data in a nonvolatile manner such as
optical and/or magnetic storage devices for example hard disk
drives HDD and/or DVDs. At least one HDD may have the
configuration shown in FIG. 15A and/or at least one DVD
may have the configuration shown in FIG. 15B. The HDD
may be a mini HDD that includes one or more platters having
a diameter that is smaller than approximately 1.8". The cel-
Iular phone 1550 may toe connected to memory 1566 such as
RAM, ROM, low latency nonvolatile memory such as flash
memory and/or other suitable electronic data storage. The
cellular phone 1550 also may support connections with a
WLAN via a WLAN network interface 1568.

Referring now to FIG. 15F, the present invention can be
implemented in a settop box 1580. The present invention may
implement either or both signal processing and/or control
circuits, which are generally identified in FIG. 15F at 1584, a
WLAN interface and/or mass data storage of the set top box
1580. The set top box 1580 receives signals from a source
such as a broadband source and outputs standard and/or high
definition audio/video signals suitable for a display 1588 such
as a television and/or monitor and/or other video and/or audio
output devices. The signal processing and/or control circuits
1584 and/or other circuits (not shown) of the set top box 1580
may process data, perform coding and/or encryption, perform
calculations, format data and/or perform any other set top box
function.

The set top box 1580 may communicate with mass data
storage 1590 that stores data in a nonvolatile manner. The
mass data storage 1590 may include optical and/or magnetic
storage devices for example hard disk drives HDD and/or
DVDs. At least one HDD may have the configuration shown
in FIG. 15A and/or at least one DVD may have the configu-
ration shown in FIG. 15B. The HDD may be a mini HDD that
includes one or more platters having a diameter that is smaller
than approximately 1.8". The set top box 1580 may be con-
nected to memory 1594 such as RAM, ROM, low latency
nonvolatile memory such as flash memory and/or other suit-
able electronic data storage. The set top box 1580 also may
support connections with a WLAN via a WLAN network
interface 1596.

Referring now to FIG. 15G, the present invention can be
implemented in a media player 1660. The present invention
may implement either or both signal processing and/or con-
trol circuits, which are generally identified in FIG. 15G at
1604, a WLAN interface and/or mass data storage of the
media player 1600. In some implementations, the media
player 1600 includes a display 1607 and/or a user input 1608
such as a keypad, touchpad and the like. In some implemen-
tations, the media player 1600 may employ a graphical user
interface (GUI) that typically employs menus, drop down
menus, icons and/or a point-and-click interface via the dis-
play 1607 and/or user input 1608. The media player 1600
further includes an audio output 1609 such as a speaker and/or
audio output jack. The signal processing and/or control cir-
cuits 1604 and/or other circuits (not shown) of the media
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player 1600 may process data, perform coding and/or encryp-
tion, perform calculations, format data and/or perform any
other media player function.
The media player 1600 may communicate with mass data
storage 1610 that stores data such as compressed audio and/or
video content in a nonvolatile manner. In some implementa-
tions, the compressed audio files include files that are com-
pliant with MP3 format or other suitable compressed audio
and/or video formats. The mass data storage may include
optical and/or magnetic storage devices for example hard disk
drives HDD and/or DVDs. At least one HDD may have the
configuration shown in FIG. 15A and/or at least one DVD
may have the configuration shown in FIG. 15B. The HDD
may be a mini HDD that includes one or more platters having
adiameter that is smaller than approximately 1.8". The media
player 1600 may be connected to memory 1614 such as
RAM, ROM, low latency nonvolatile memory such as flash
memory and/or other suitable electronic data storage. The
media player 1600 also may support connections with a
WLAN via a WLAN network interface 1616. Still other
implementations in addition to those described above are
contemplated.
The foregoing describes systems and methods for decod-
ing a signal vector, where the receiver may obtain receive
multiple instances of the same transmit signal vector. The
above described embodiments of the present invention are
presented for the purposes of illustration and not of limitation.
Furthermore, the present invention is not limited to a particu-
lar implementation. The invention may be implemented in
hardware, such as on an application specific integrated circuit
(ASIC) or on a field-programmable gate array (FPGA). The
invention may also be implement in software.
What is claimed is:
1. A method for decoding a signal vector in a multiple-
input multiple-output transmission scheme, comprising:
receiving multiple signal vectors corresponding to a digital
signal, the multiple signal vectors being received during
a first time interval;

decoding the received signal vectors, wherein decoding a
given received signal vector comprises computing soft
information for each bit in the given received signal
vector based on channel information associated with the
given received signal vector;

combining the soft information from each decoded signal

vector to obtain an estimate of the digital signal;
storing an estimate of the digital signal corresponding to
the signal vectors received in the first time interval;
requesting retransmission of a subset of the signal vectors
corresponding to the digital signal received in the first
time interval; and

combining an estimate of the digital signal corresponding

to signal vectors received in a second time interval as a
result of the retransmission with the stored estimate
corresponding to the signal vectors received in the first
time interval.

2. The method of claim 1 wherein the signal vectors are
received using a retransmission protocol.

3. The method of claim 1, wherein decoding the received
signal vectors comprises performing maximum-likelihood
decoding.

4. The method of claim 3, wherein computing soft infor-
mation for bits of the digital signal comprises calculating a
log-likelihood ratio for each bit.

5. The method of claim 1, wherein the multiple signal
vectors are received within distinct time intervals, and
wherein combining the soft information comprises combin-
ing the soft information corresponding to signal vectors
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received in a same time interval to obtain an estimate of the
digital signal corresponding to signal vectors received in the
same time interval.

6. The method of claim 1, wherein the subset of the signal
vectors corresponding to the digital signal is selected based
on an estimate of the digital signal computed using the signal
vectors received in the first time interval.

7. The method of claim 1, further comprising:

preprocessing a channel response matrix associated with

each of the received signal vectors; and

processing each of the received signal vectors based on its

associated preprocessed channel response matrix.

8. A system for decoding a signal vector in a multiple-input
multiple output transmission scheme, comprising a processor
configured to:

receive signal vectors corresponding to a digital signal, the

multiple signal vectors being received during a first time
interval;

decode the received signal vectors by computing soft infor-

mation for each bit in a given received signal vector
based on channel information associated with the given
received signal vector;

combine the soft information from each decoded signal

vector to obtain an estimate of the digital signal;
store an estimate of the digital signal corresponding to the
signal vectors received in the first time interval;

request retransmission of a subset of the signal vectors
corresponding to the digital signal received in the first
time interval; and

combine an estimate of the digital signal corresponding to

signal vectors received in a second time interval as a
result of the retransmission with the stored estimate
corresponding to the signal vectors received in the first
time interval.

9. The system of claim 8 wherein the signal vectors are
received using a retransmission protocol.

10. The system of claim 8, wherein the processor is con-
figured to decode the received signal vectors by performing
maximum-likelihood decoding.

11. The system of claim 10, wherein the processor is con-
figured to compute soft information for each bit in a given
received signal vector by calculating a log-likelihood ratio for
each bit in the given received signal vector.

12. The system of claim 8, wherein the signal vectors are
received within distinct time intervals, and wherein the pro-
cessor is configured to combine the soft information by com-
bining the soft information corresponding to signal vectors
received in a same time interval to obtain an estimate of the
digital signal corresponding to signal vectors received in the
same time interval.

13. The system of claim 8, wherein the subset of the signal
vectors corresponding to the digital signal is selected based
on an estimate of the digital signal computed using the signal
vectors received in the first time interval.

14. The system of claim 8, wherein the processor is further
configured to:

preprocess a channel response matrix associated with each

of the received signal vectors; and

process each of the received signal vectors based on its

associated preprocessed channel response matrix.

15. A system for decoding a signal vector in a multiple-
input multiple-output transmission scheme, comprising:

areceiver for receiving multiple signal vectors correspond-

ing to a digital signal, the multiple signal vectors being
received during a first time interval;

one or more decoders for decoding the received signal

vectors, wherein the one or more decoders compute soft
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information for each bit in a given received signal vector
based on channel information associated with the given
received signal vector;

combining circuitry for combining the soft information
from each decoded signal vector to obtain an estimate of
the digital signal;

control circuitry for requesting retransmission of a subset
of the signal vectors corresponding to the digital signal
received in the first time interval; and

a memory for storing an estimate of the digital signal
corresponding to the signal vectors received in the first
time interval, wherein the combining circuitry further
combines an estimate of the digital signal corresponding
to signal vectors received in a second time interval as a
result of the retransmission with the stored estimate
corresponding to the signal vectors received in the first
time interval.

16. The system of claim 15 wherein the received signal
vectors are received using a retransmission protocol.
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17. The system of claim 15, wherein the one or more
decoders comprise maximum-likelihood decoders that calcu-
late log-likelihood ratios for bits of the digital signal.

18. The system of claim 15, wherein the multiple signal
vectors are received within distinct time intervals, and
wherein the combining circuitry combines soft information
corresponding to signal vectors received in a same time inter-
val to obtain an estimate of the digital signal corresponding to
signal vectors received in the same time interval.

19.The system of claim 15, wherein the subset of the signal
vectors corresponding to the digital signal is selected based
on an estimate of the digital signal computed using the signal
vectors received in the first time interval.

20. The system of claim 15, further comprising:

a channel preprocessor associated with each decoder for
preprocessing a channel response matrix associated with
each of the received signal vectors; and

processing circuitry associated with each decoder for pro-
cessing each of the received signal vectors based on its
associated preprocessed channel matrix.
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